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1 Introduction

The study of text difficulty is considered to be an important issue for many
branches of applied research. In the fields of journalism or education, for ex-
ample, it is particularly important to know if (or to what degree) a given text is
likely to cause difficulties for a recipient, or a group of recipients, i.e., if it is
likely to be on an adequate (intended) level of difficulty or beyond.

In order to achieve this goal, a specific line of text difficulty research has
developed over the last decades, beginning in the 1920s, which attempts to
combine linguistic analysis with informants’ ratings of text difficulty.1 Text
difficulty thus is a double-faced kind of empirical researchin two directions,
either of which may be emphasized in individual studies: it is text-based, on the
one hand, and informant-oriented, on the other. Due to this dual perspective, al-
ternative terms such as ‘text readability’2 or ‘text comprehensibility’ have been
used to refer to the related area(s) of research, the first term emphasizing the
predominantly written (rather than oral) basis of communication, the second
being broader in its understanding. Compared to these alternatives, ‘text diffi-
culty’ as a term primarily refers to the analysis of linguistic structures, aiming
at the identification and characterization of linguistic factors rendering a given
text more or less easily comprehensible to a given person (ora group of per-
sons), and at the (cor)relation of these structures to informants’ ratings about
text difficulty. Such a definition is in line with research from the last decades:
Klare (1963: 1), for example, understands this term as referring to “the ease
of understanding or comprehension due to the style of writing”, and DuBay
(2004: 3), more recently, has defined the overall aim of text difficulty research
as the study of “what makes some texts easier to read than others”.

Given this general orientation, research in this field, fromits beginnings on,
has continually tried to develop, modify and improve formulae to predict text
difficulty and, by way of it, prognose comprehension ability. This is to say that
attempts have been undertaken to develop measures of text difficulty, includ-
ing formulae which combine quantitative (or quantified) linguistic characteris-
tics in such a way that these characteristics serve as (possibly combined and

1. Informants may be either be recipients, mainly readers, or experts in the given field, such as
teachers, librarians, publishers, lecturers of publishing houses, etc.

2. ‘Text readability’ in turn should not be confused with ‘text legibility’ which concerns factors
such as typeface and layout of texts.
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specifically weighted) factors for an optimized predictionof text difficulty. In
the history of research3 starting in the early 1920s, a number of relevant phases
can be distinguished, in which researchers have tried to identify linguistic fac-
tors to be good indicators and predictors of text difficulty4. Early work as e.g.
by Lively and Pressey (1923) mainly concentrated on lexicalanalysis; here,
two major approaches can be distinguished: research concentrated on either
the (relative) number of different words in a given text5, or on references to
frequency lists.6 Subsequent work attempted to enlarge the linguistic spectrum
and identify further factors, guided by the principle «The more, the better»:
thus, authors like Gray and Leary (1935) already used a collection of 64 lin-
guistic variables. Later, possible interactions between different linguistic fac-
tors became focused, in order to arrive at higher levels of correlation between
attributed text difficulty and the combination of a set of linguistic variables.
In this direction, two important results were obtained: first, many linguistic
variables were highly intercorrelated, and second, an increase of the number
of linguistic variables did not generally raise the correlation coefficient. Since,
therefore, the use of more variables may be only minutely more accurate, but
much more difficult to measure and apply, the next step included the reduction
of variables and the identification of maximally predictivefactors.

As a consequence, many different formulae were developed over the fol-
lowing years; Klare (1981) noted there were over 200 published formulae to
measure text difficulty. All of these formulae have been developed by inductive-
empirical approaches, typical for research in this field. Most of these formu-
lae differ less as to the linguistic factors included, rather than how they are
weighted. Among those factors re-occuring most frequentlyin all these for-
mulae, are factors such as word frequency, amount of different words, average
sentence length, average word length, and others (cf. Amstad 1978: 48f.).

From the perspective of quantitative linguistics in general, and synergetic
linguistics, in detail, the high degree of relatedness between the various lin-
guistic factors is not surprising; after all, it is well-known that both frequency
and length characteristics of linguistic units on all analytical levels are closely

3. Since there are a number of informative surveys on this topic, this need not be presented here
in detail.

4. Klare (1963: 4), for example, has distinguished between four phases of development: ac-
cording to him, the early ‘pioneer phase’ (1921–1934) was followed be the development of
detailed (1934–1938), efficient (1938–1953) and specialized (1953ff.) formulae.

5. This approach is well-known today as the study of ‘lexicalrichness’, usually including some
kind of lexical type-token ratio. As we know today, there arequite a number of theoretical
problems with this approach as, e.g., the dependence of the type-token ratio on text length.
Additionally, it should be mentioned that in these early studies, no specific definition of ‘word’
has been used and, as a consequence, no distinction between ‘word’ and ‘word form’ (or
lemma) has been made.

6. The early studies were mainly based on E.L. Thorndike’s (1921, 1932), or Thorndike’s and
Lorge’s (1944) lexical frequency analyses; later studies rather referred to G.K. Zipf’s works
as a reference line, which are better known today.
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related and mutually interwoven. As a consequence, it is almost self-evident
that if text difficulty is to be measured by reference to linguistic characteristics,
it is sufficient to concentrate on only a few factors.

In this respect, the Flesch Reading Ease Index (REI), developed by Flesch
(1948) with regard to English texts, is probably the most quoted and one of the
easiest to apply. It is the result of a “simple” linear regression, i.e. combination
of the average word length (WoL) and average sentence length (SeL) of a given
text as the only two relevant factors (in addition to a constant):

REIengl = 206.835− (1.015·SeL)− (84.6·WoL) (1)

Although quite simple at first sight, this formula is still today considered
to be very efficient7and probably it is just due to its easy application that it is
continuing to be one of the most widely used to measure text difficulty. Last
not least, it is just the ambivalence between simplicity andefficiency of this
formula which has given rise to skepticism, partly motivated by the lack of the
formula’s theoretical foundation. In this context, the validity of this formula
has been generally called into question emphasizing the fact that “isolated lin-
guistic units” are no adequate means for measuring text difficulty.

This view contradicts, of course, the above-mentioned synergetic interre-
lations between linguistic units, the relevance of which for text difficulty re-
search have hardly ever been theoretically reflected in the whole research area.
Therefore Best (2006), in his critical analysis of this discussion, is fully cor-
rect in objecting and countering that there are no isolated units in language.
Particularly the word may be seen in the center of ‘horizontal’ and ‘vertical’
interrelations; as is well-documented, the word is part of acomplex control cir-
cuit, the most basic factors of which are word length, semantic complexity, co-
textuality, and word frequency (cf. Köhler and Altmann 1986: 261). Other rel-
evant elements of this self-regulating dynamic system are syllable/morpheme
length, clause length, sentence length, etc., and their respective frequencies.
The following schema illustrates some basic synergetic processes; it makes
clear that frequency and length characteristics of linguistic units stand in close
self-regulating relations:'

&

$

%

[FREQUENCY] SENTENCE LENGTH FREQUENCY

[�] � l
[FREQUENCY] CLAUSE / SYNTAGM LENGTH FREQUENCY

� � l
FREQUENCY WORD / L EXEME LENGTH FREQUENCY

l � � l
FREQUENCY SYLLABLE / M ORPHEME LENGTH FREQUENCY

l � � l
FREQUENCY PHONEME / GRAPHEME LENGTH FREQUENCY

7. In comparative studies, the Flesch formula has repeatedly turned out to be the most efficient
of those which need no word list (cf. Amstad 1978: 64).
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As a result, Best (2006) correctly concludes: “Readabilityformulae, based
on sentence and word length, indirectly measure substantially more than is
expressed in these formulae, due to the manifold interactions between linguis-
tic units.” This view contains, of course, no theoretical foundation as to the
question which specific factors influence text difficulty in what way or to what
degree; yet it offers a theoretically based post-hoc answerto the question why
the reduction to only a couple of seemingly elementary factors has made this
concept to have such a success story.

Notwithstanding this insight, there is a whole bunch of crucial questions
which continue to be unsolved. A major problem is the language-specific char-
acter of Flesch’sREI: as was pointed out above, formula (1) was originally
devoloped for English texts in the late 1940s. In later attempts to apply this for-
mula to other languages, it soon turned out that language-specific adaptations
were necessary, mainly due to the interest of having resultson a scale from 0
to 100 in each language. Thus, for example, for Dutch, French, Spanish, Ger-
man and Ukrainian the following adaptations were suggested8, all following
the general expressionREI = C−a ·WoL−b ·SeL:

REIdutch = 195− (0.66·WoL)− (2·SeL) , (1a)

REIf rench = 207− (73.6 ·WoL)− (1.015·SeL) , (1b)

REIgerman = 180− (58.5 ·WoL)−SeL, (1c)

REIspanish = 206.84− (77·WoL)− (0.93·SeL) , (1d)

REIukrainian = 206.84− (28.3 ·WoL)− (5.93·SeL) . (1e)

As can be seen, the language-specific differences between these formulae
consist in different weights forWoLandSeL, i.e. in different parameter values
for a andb. WoLandSeLthus represent two crucial factors in measuring text
difficulty across languages; yet, either their importance as separate factors, or
their specific interrelation (i.e., the relation betweenWoL and SeL), clearly
differs for individual languages.

Unfortunately, no systematic cross-linguistic studies are availabe which
might explain what causes, or motivates, the observed differences in weight-
ing. From a theoretical perspective, Best’s (2006) reference to the synergetic
specifics of language offers a good starting point for research in this direction.
In this context, particularly theWoL−SeLrelation has recently been studied in
detail, both from an inter-textual and intra-textual perspective; whereas the first
concentrates on relations within a given text (or groups of texts), the second
compares more than one textual object and studies the relation between them.
For both perspectives, law-like regularities have been postulated and demon-

8. Cf. Kandel and Moles (1958), Fernández Huerta (1959), Brouwer (1963), Amstad (1978),
Partiko (2001: 257).
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strated to exist. From anintra-textual perspective, we are concerned with the
Menzerath-Altmann law, relevant for the relation between a given construct
and its constituting components within a given text (notwithstanding the pos-
sibly intervening level of clauses coming into play, on an intermediary level
between sentence and word). As compared to this, theinter-textual relation
is covered by theArens-Altmann law, based on the calculation of the mean
length of words (¯x) and sentences (¯y) in a series of text samples, resulting in
two vectors of arithmetic means (x andy).

In order to gain insight into the specific roleSeLandWoL play for text
difficulty in the individual languages, it seems reasonable, therefore, to study
relevant data on the background of the Arens-Altmann law. Since such a sys-
tematical approach has never been undertaken before, a firstapproach into this
direction should start with one language only. But even withthis restricting fo-
cus, it is of utmost importance to pay due attention to yet another circumstance:
as recent analyses have shown (Grzybek et al. 2007, Grzybek and Stadlober
2007, Grzybek et al. 2008), bothWoLandSeLare not constant within a given
language (i.e., are not ‘typical’ of a given language as a whole); rather, they
differ for specific discourse types within a language. It seems likely that this
finding is also relevant for theWoL−SeLrelation, but this possibility, too, has
never been submitted to systematical reflection.

In the following analyses, these objectives shall be pursued, using German
language material, strictly controlling text type. Since the perspective should be
cross-linguistic right from the beginning, it seems reasonable to immediately
provide a meta basis adequate for comparison. In this respect, suggestions de-
veloped by Estonian scholar Tuldava in a series of articles (1993a,b), turn out
to be of utmost importance, since they contain a language-independent formula
of measuring text difficulty (TD), also based onWoLandSeL, only:

TD = WoL· ln(SeL) . (2)

This formula has remained rather unknown in the field of text difficulty
research. As a consequence, its efficiency has never been generally tested;
specifically, no systematic comparisons with Flesch’sREI or any one of its
language-specific adaptations have ever been undertaken. Tuldava himself ap-
plied his formula (2) to a sample of 20 German texts of different types (text
books, journalistic, literary prose, scientific). Comparing the results obtained
to Flesch’s originalREI formula (1), rather than to Amstad’s German adap-
tation (1c), Tuldava (1993a: 78) found a close rank correlation of ϕ = −0.97
between these two measures.9 Tuldava did not attempt to establish a detailed
regression equation, which would allow for the transformation of one measure
to the other.

9. As a re-analysis of his data shows, this correlation is highly significant (p < 0.001), with the
linear regressionTD∗ = 7.16−0.051·REI.
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If this result were confirmed on a broader basis of linguisticmaterial, this
would mean that Tuldava’s formula (2) could indeed serve as abasis for cross-
linguistic comparisons, for which no language-specific parameter estimations
would be needed. More importantly, this would be an important step in the
direction outlined above, both in practical and theoretical respects:

– From apractical point of view, the application of Tuldava’s parameter-
free formula would not only imply the option of measuring text difficulty
without knowlege of language-specific parameters (i.e., weights), but, in
addition to this, the results obtained might easily be transformed to fit
one of the ‘established’ Flesch measures mentioned above.

– From atheoreticalperspective, insight might be gained as to the question
howWoLandSeL, either as individual factors or as a complex combina-
tion in their self-regulating interrelation, influence text difficulty.

The detailed study of theWoL−SeLrelation is of utmost importance in
yet another respect for text difficulty research: IfWoLcan be characterized to
depend onSeL, as predicted by the Arens-Altmann law, then Tuldava’s for-
mula (2) might even be further reduced to one linguistic variable, only. At first
sight, it might be equally plausible to substitute either theWoLor theSeLvari-
able by the theoretical value to be expected according to theArens-Altmann
law; however, withWoLbeing the dependent variable, rather thanSeL, it seems
more appropriate to substitute theWoLvariable, the more since the latter dis-
plays much less variation thanSeLin a given text. In fact, the idea to substitute
WoLhas been brought forth by Tuldava (1993a), but it has never been empiri-
cally tested, due to insufficient research on the Arens law.

2 Analysis

As to appropriate data serving as material for our study, German texts anal-
ysed by Bamberger and Vanecek (1984) in their study on readability of school
texts seem to be adequate. The authors investigated the readability of 380 texts
from primary and lower secondary level textbooks; in detail, they analyzed 240
special texts [Sachtexte], and 120 literary prose texts foradults (i.e., youth liter-
ature). These texts were evaluated by an expert team according to their appro-
priateness for different school grades, each text being attributed to a particular
difficulty level (DL). The authors then applied a variety of readability formu-
lae, taking into account a large number of different linguistic factors which
were tested for different levels from grades four through twelve. The linguistic
characteristics of these factors are not relevant here; forour purposes, it may
suffice to say that among others, average values forWoLandSeLwere calcu-
lated for all texts, and these data shall serve for the subsequent re-analysis.

Figures 1a and 1b show the relation betweenWoLandSeLfor the 380 texts:
Figure 1a shows the original data points, in Figure 1b the latter are pooled in
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groups of ten each, in order to make the overall tendency appear more transpar-
ent. As can be seen, there is an obvious trend ofWoLto increase with increas-

(a) Unpooled data (b) Data pooled by 10

Figure 1: Dependence ofWoLonSeLfor 380 German texts from Bamberger and
Vanecek (1984)

ing SeL; this tendency is particularly clearly expressed in Figure1b. Accord-
ing to the Arens-Altmann law, this relation may be modeled bythe function
WoL= a ·SeLb: in fact, with parameter valuesa = 0.75 andb = 0.33, the fit
turns out to be very good (R2 = 0.95), as can also be seen from the regression
curve added in Figure 1b.

These findings are in accordance with the Arens-Altmann law and the hith-
erto undoubted assumption that, within a given language, theWoL-SeLrelation
on the inter-textual level can be modeled without distinction of text types. How-
ever, extending the data base of 380 texts by adding the above-mentioned 117
data sets from the original Arens (1965) study, analogically pooled by items of
ten each, radically changes this view. Figure 2 clearly shows that the literary
prose texts studied by Arens display the same overall trend of WoL increasing
with an increase ofSeL, but in a different way as compared to the schoolbook
texts. This finding asks for a differentiated analysis of allthree text types sep-
arately.

Figure 2 shows the resulting tendencies in detail: Quite obviously, there is
an increase ofWoLwith an increase ofSeLfor all three text types.
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Figure 2: Dependence ofWoLonSeLfor 497 German texts (data pooled by 10)

Yet, the kind of increase differs for each of them; this fact is corroborated
by the divergent parameter values, which are represented inTable 1.10

Table 1:Fitting results for three text types

Texts N a b R2

Youth literature 140 0.89 0.24 0.9956
Adult literature 117 1.23 0.11 0.9658
Special texts 240 0.69 0.37 0.9562

Summarizing, we can say that no simple substitution of either the WoL
or theSeLvariable is possible for Tuldava’sTD formula, since the relation
betweenSeLandWoL is not constant within a given language, but differs for
text types. It is a task for future research to find out which and how many text
types must be distinguished in this respect; it seems to be reasonable, however,
to assume that we are concerned with the same kind of discourse types which
have been identified to be relevant for the discrimination ofdiscourse type on
the basis of ‘simple’WoLandSeLstudies (cf. Grzybek et al. 2005; Kelih et al.
2006).

10. Interestingly enough, youth literature and adult literature seem to follow an identical kind of
increase, though at different ends of the regression curve:joining the pooled data points for
the 257 literary texts in a common type of ‘literature’ results in a good fit (R2 = 0.92); in this
case, we obtain parameter values fora = 1.25 andb = 0.10, which come very close to those
adult literature. Nevertheless, the two literary text groups shall be treated separately in the
subsequent analyses.
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3 Text difficulty and text types

With these relations established, we can now come back to thequestion of
text difficulty, separately for each of the two text types (i.e., 120 texts from
youth literature and 240 special texts). Figures 3a and 3b present the results for
Amstad’s and Tuldava’s formulae (1c) and (2), respectively.

(a) TD according to Amstad formula (1c) (b) TD according to Tuldava formula (2)

Figure 3: Text difficulty (TD) for 380 German texts (pooled by 20)

An inspection of Figure 3 allows for a number of important observations:

1. As expected, there is a clear major tendency ofDL andTD being closely
correlated; this tendency holds for both formulae, though with opposite
directions. Ignoring text type specifics, the dependency isof clearly lin-
ear kind, with a high correlation coefficient ofr = 0.99 in both cases.

2. Whereas there seem to be clear differences in the kind of relation be-
tween word and sentence length for the two text types – at least this was
the result of the analyses discussed above (cf. Figure 2) –, the corre-
spondingTD values seem to follow a common tendency (notwithstand-
ing difficulty differences, of course). Obviously, particular text types
have their own specific mechanisms of rulingTD, which allows, as a
consequence, for a common analytical procedure. As long as no addi-
tional data change the picture, or further interpretationsare available, it
seems reasonable to consider the relation betweenDL andTD to be lin-
ear, across text types as well as within a given text type (with r > 0.97)
in all four cases). Still, it remains an open question whether or notTD
can be reasonably defined without taking into account text typological
specifics.

3. Regardless of possible text typological specifics, it turns out that, at
least for German, the language-independent measure forTD according
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Figure 4: Comparison of Amstad’sREI and Tuldava’sTD indices for text difficulty

to Tuldava’s formula (2) is equally efficient in predictingDL as is Am-
stad’s language-specific adaptation (1c) of Flesch’sREI to German, the
correlation between both measures being highly significant(r = 0.99).
Figure 4 shows the correlation between both measures, combined for
both text types, but with distinct marks. This confirms Tuldava’s above-
mentioned observations on a broader data basis; additionally, it is based
on the specific German adaptation of Flesch’sREI, rather than on the
original developed for English texts. In fact, both formulae turn out to
measure in principle the same, though on different scales; as a conse-
quence, they can be transformed one into the other. With regard to the
380 texts analyzed here, for example, the transformation from Tuldava’s
TD value to Amstad’s scale might be easily calculated by way of the
equationREIgerman∗ = 133.09− 15.24·TD; alternatively, the transfor-
mation from Amstad’s scale to Tuldava’s value can easily be achieved
by calculatingTD∗ = 8.68− 0.065·REIgerman. It goes without saying
that, before generally applying these transformations to German texts,
more text types must be studied, covering the whole textual spectrum. It
is highly probable that this will result in a more or less considerable mod-
ification of these transformational procedures; by way of a comparison,
the transformation from Flesch’s originalREI into Tuldava’sTD would
result in the equationTD∗ = 6.72−0.05·REI, which also slightly differs
from the figures given in footnote 9.
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4 Results and conclusions

A first major result of the present study is the finding that, atleast for German,
text difficulty can be measured without any language-specific adaptation. As
compared to Amstad’s German adaptation of Flesch’sREI, Tuldava’sTD pro-
vides practically the same exactness of predictability, practically without loss
of information. This finding is of relevance not only for German: if it can be
corroborated for further languages, no language-specific adaptations, and no
parameter estimations, will be necessary in future. Tuldava’s formula may be
considered to be universally valid; but this is a matter of boundary conditions
in the individual languages; at present, we have no idea as tothis point which
represents an interesting linguistic question in its own right, namely, to what
extent the formula works in which way (i.e., with which parameters) for which
languages.

A second major result is that possibly no text typological specifics need to
be taken into account when measuring text difficulty with Tuldava’sTD: Since
word length and sentence length are the only two characteristics taken into
consideration in this formula, their interrelation has been submitted to a de-
tailed analysis in this study. This analysis results in the observation that, within
a given language, text typological differences do exist, but might not play a
crucial role for measuringTD; rather, it seems possible thatTD is the result of
a language-intrinsic control mechanism, which allows for the application of a
common (unique) procedure in text difficulty analysis.

Given these overall results, a number of important tasks remain to be tack-
led by future research:

1. As compared to the history of text difficulty research, much more sys-
tematic study is necessary; this concerns both cross-linguistic compar-
isons and intra-lingual specifics of text types:

(a) Within a given language, attention must be paid to (the compara-
bility of) different text types; for each of them the specificrelation
between word and sentence length must be studied.

(b) As to cross-linguistic studies, the application of Tuldava’s formula
and its comparison with language-specific formulae seems tobe an
extremely promising way; in these inter-lingual comparisons too,
of course, due attention must be paid to text typology to compare
only like to like.

2. As suggested by Tuldava (1993a), the value for either wordlength or sen-
tence length may be substituted, theoretically, one for theother. A nec-
essary pre-condition for this substitution is, of course, knowledge about
the specific relation between word lengthand sentence length (be it for a
given language, in general, or for specific text groups, in particular). In
this respect, it has not been considered sufficiently thus far that, within
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a given language, this relation may differ across text types; therefore,
before such substitutions, much more systematic study on theWoL-SeL
relation along the Arens-Altmann law and its text type specific boundary
conditions is necessary.

3. Tuldava’s formula and its efficiency remain almost unexplained; it is ob-
vious that the logarithm included leads to a weight reduction of sentence
length, but for the time being, there is no explanation in sight why this
weight reduction should be logarithmic. It seems reasonable to assume
that controlling the relation between word and sentence length will yield
relevant insight into this question, the logarithm possibly turning out to
be but a good approximation. In any case, it would be desirable either to
strive for a theoretical explanation of the logarithmic weight or to replace
the logarithm by a parametric model, the parameters of which, in turn,
are then open to be interpreted.
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Modeling word length frequencies by the Singh-Poisson distribution 37
Gordana Ðuraš, Ernst Stadlober

How do I know if I am right? Checking quantitative hypotheses 49
Sheila Embleton, Dorin Uritescu, Eric S. Wheeler

Text difficulty and the Arens-Altmann law 57
Peter Grzybek

Parameter interpretation of the Menzerath law: evidence from Serbian 71
Emmerich Kelih

A syntagmatic approach to automatic text classification. Statistical properties
of F- andL-motifs as text characteristics 81
Reinhard Köhler, Sven Naumann

Probabilistic reading of Zipf 91
Jan Králík

Revisiting Tertullian’s authorship of thePassio Perpetuaethrough quantitative
analysis 99
Jerónimo Leal, Giulio Maspero

Textual typology and interactions between axes of variation 109
Sylvain Loiseau



vi Contents

Rank-frequency distributions: a pitfall to be avoided 119
Ján Mačutek
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